INTERNATIONAL TRADE PERFORMANCE: THE GRAVITY OF AUSTRALIA’S REMOTENESS

Bryn Battersby and Robert Ewing

Treasury Working Paper
2005 — 03
June 2005

*The authors are grateful to Graeme Davis, David Gruen, Edward Oczkowski, Janine Murphy, Gene Tunny and Ben Dolman for their assistance and comments. The authors also gratefully acknowledge Natalia Tamirisa at the International Monetary Fund for providing the data for this analysis.*
ABSTRACT

This paper examines how distance and economic size influence the level of international trade. Parameters for an international gravity trade model are estimated and used to calculate annual expected aggregate trade for Australia over the last 20 years. This model also includes a new indicator of economic remoteness that statistically identifies each country’s distance from world economic activity.

The results indicate that Australia may have been performing slightly better than the gravity trade model predicts given its geographic remoteness. The parameters from the model are also used to construct a simple indicator of trade performance, which suggests that Australia performs well relative to a range of similarly developed economies.
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1. **Introduction**

The title of Geoffrey Blainey’s (1983) book, *The Tyranny of Distance*, has become a popular phrase for explaining many of the challenges that have been faced on Australia’s path to prosperity. This paper explores that ‘tyranny of distance’ and its effect on Australia’s level of international trade. A gravity trade model is used to provide quantitative evidence on the extent of Australia’s economic remoteness and the contribution of this remoteness to Australia’s relatively low level of international trade.

Australia’s trade intensity (the ratio of the sum of exports and imports to GDP) is much lower than many other countries (Figure 1). As general indicators of the contribution of international trade to competition in domestic markets, these trade intensities are simple, clear and useful. They are, however, unsuitable measures of trading performance because they fail to control for a range of other factors that significantly influence the level of trade. This is most obviously demonstrated in Figure 1 by the examples of Japan and the United States. The total imports and exports of these two countries constitute around 19 per cent of total world trade, but the size of these economies is such that, as a proportion of their own GDPs, their trade levels are comparatively low.

It is not only a country’s size that can distort these comparisons. Especially remote countries that face significantly greater international trade costs also have low levels of trade as a proportion of GDP. As a particularly remote country, Australia’s trade intensity should be expected to be lower than many other countries.
Accounting for the distance between countries, as well as their economic size, should therefore provide a more appropriate comparative measure of trade performance. This is the central objective of this paper.

In this paper, we estimate parameters for an international gravity trade equation and use them to predict international trade for Australia over the last 20 years. These predictions suggest that the ‘tyranny of distance’ acts to significantly lower Australia’s level of total international trade. Using the predictions from the model to allow for the effects of both distance and remoteness — a distinction that will be explored in detail below — Australia appears to have slightly more trade than expected, not less.

We also develop a new indicator of economic remoteness. Not surprisingly, this indicator confirms Australia’s status as the second most remote developed economy in the world, after New Zealand. While the growth of Asia has
reduced Australia’s economic remoteness over time, Australia remains a very remote economy relative to others.

This paper contains five sections. The next section provides an overview of the literature on the gravity trade model. The third section reviews the methodology for estimating the parameters of the gravity trade equation as well as the construction of the remoteness indicator and sources of data. The fourth section presents the results of the estimation and discusses those results and the predictions of the model. The fifth section concludes.
2. THE GRAVITY MODEL

Gravity equations have been used successfully for a number of decades to explain a range of economic phenomena. In economics, gravity equations relate some observed outcome to the economic mass and distance between two economic units. Disciplines such as urban economics and transport economics have used the approach to model outcomes such as the number of passengers travelling on a certain route between two cities or suburbs.

Perhaps the widest application of the approach, though, has been in international economics where it has been used to model bilateral trade flows. The gravity trade equation relates the level of trade between two countries to the ‘economic masses’ of the two countries, normally measured by GDP, and the distance between them. The model anticipates that trade will be greater in absolute terms the greater are the economic masses and the closer together are the two economies. In relative terms, the model also anticipates that as economic masses increase, trade decreases as a proportion of these masses.

The results we present build on the research undertaken by Coe, et al (2002) at the International Monetary Fund. Coe et al’s work sought to model the changing effect of distance on international trade over time. However, while we draw heavily on Coe et al’s work, there is a comprehensive literature on the gravity modelling approach that is worthwhile surveying to ground the methodology and findings of this study.

While Tinbergen (1962) and Pöyhönen (1963) were the first to use the gravity equation in explaining trade flows, it was Anderson’s (1979) work that provided the basis for much of the further study. In its simplest form, the gravity trade equation can be specified as:
\[ T_{ij} = \left( \frac{Y_i}{Y_j} \right)^\alpha d_{ij}^\beta \]  

(1)

where \( T_{ij} \) is the trade between countries \( i \) and \( j \), \( Y_i \) is the economic mass (normally measured as GDP) of country \( i \), \( d_{ij} \) is the distance between countries \( i \) and \( j \), and \( \alpha \) and \( \beta \) are parameters to be estimated. This is often extended to include additional variables such as whether the country shares a border with the trading partner\(^1\) and a range of other policy related variables.

Gravity trade models have done a remarkable job of explaining the volume of trade between countries. Rose (2002) estimates a model that includes additional variables on the involvement of countries in a variety of trade agreements and produces \( R^2 \) values around 0.65. Coe et al (2002) focuses primarily on explaining the puzzle of non-reducing distance coefficients over time and uses a nonlinear specification to produce \( R^2 \) values around 0.90. Other studies (see Coe and Hoffmaister, 1999, McCallum, 1995, and Frankel and Wei, 1998) also report strong goodness of fit results for their models.

Acceptance of a theoretical justification for the gravity model of trade has not been as forthcoming, though, and debate continues over the consistency of the gravity model with standard economic trade theories. Deardorff (1998) provides a good overview of the various attempts to synthesise the empirical relationship with a variety of trade theories. Bergstrand (1998), in a comment on Deardorff’s paper, notes the frustration in the economics community that has stemmed from the apparent inability of trade theory to deal adequately with the gravity relationship.

Deardorff (1998) does, however, show how the gravity equation can be derived from standard trade theories. That said, his paper also points out that the gravity

model cannot be used as an empirical test to validate any of the trade theories. Evenett and Keller (1998) examine and discuss the reasons for some findings that may appear inconsistent with the theoretical literature. Importantly, their work supports the growing body of literature that suggests that the gravity equation can be derived from a range of standard theoretical trade models but does not necessarily prove the validity of any such models.

Anderson and van Wincoop (2001) also maintain that while a number of authors have linked underlying standard trade theories with the gravity equation, the specification used in many empirical studies is not consistent with those theories. They suggest that the misspecification results from the use of absolute rather than relative trade costs. Coe et al (2002) note this in their paper and develop their model based on the Anderson and van Wincoop specification.

But while there has been an abundance of useful modelling exercises, there have been only a few applications to Australia. Kalirajan (1999 and 2000) uses a modified gravity trade model to analyse trade flows between Australia and India and around the Indian Ocean and produces useful estimates of the trade intensity between Australia and these countries.

More recently, in related work, Guttman and Richards (2004) employed the gravity trade equation to explore Australia’s trade openness. Their work found that the most important factors explaining Australia’s low trade to GDP ratio were Australia’s distance to the rest of the world and Australia’s large geographic size. Other than these studies, however, application of gravity models in Australia is limited, which is surprising given the model’s simplicity and focus on location.

This paper therefore provides further evidence on the effect of distance on Australia’s expected level of total trade given the specification and estimated parameters of the gravity trade equation. The model and results presented in the
following sections develop on the literature that has been outlined here by including a new indicator of remoteness, utilising potentially more appropriate econometric methodologies and providing results that specifically address Australia’s level of international trade.
3. **Methodology and data for the estimation of the gravity trade model**

3.1 Model specification and data

We use a slightly reduced form of the specification used in Coe et al (2002). This is, in turn, generally based on the specification of Anderson and van Wincoop (2001). This model specification, presented in equation (2), is an extension of equation (1) to include population and remoteness effects as well as a dummy variable that captures the existence of a common land border between the trading couple.

\[
T_{ij} = \left(\frac{Y_i Y_j}{Y_i Y_j}\right)^{\beta_1} d_{ij}^{\beta_2} \left(P_i P_j\right)^{\beta_3} \left(R_i R_j\right)^{\beta_4} e^{\mu_{ij}}
\]

where \(\mu_{ij} = \alpha + \beta_5 C_{ij}\)

Additional to equation (1), these equations include the product of the populations of the two countries \(P_i P_j\), a constant \(\alpha\), and a dummy variable, \(C_{ij}\) that specifies whether the two trading partners, \(i\) and \(j\), have a common border. \(d_{ij}\) is a great circle measurement of the distance between the capital cities of countries \(i\) and \(j\). \(R_i R_j\) is an indicator of the remoteness of the two countries and will be discussed in more detail shortly.

This specification includes population on the same grounds as Coe et al (2002). That is, the greater the population of a country, the less likely it is to trade because the costs of trading within the country are relatively low compared to less populous countries. We also capture the effect of a common land border between two trading partners.

This model is applied across yearly panels of bilateral trade data extracted from the International Monetary Fund’s (2002) Direction of Trade Statistics Database.
The data used in the estimations are predominantly the same as those used in Coe et al (2002) with the key exception that the remoteness indicator used in this model is developed below.²

**A new indicator of remoteness**

Remoteness is included as the product of the remoteness indicators for the two trading countries. This variable captures an expected increase in trade for bilateral trading partners that are remote from the rest of the world. For example, it would be expected that Australia and New Zealand would trade more with each other not only because of their geographic closeness but also because of their remote geographic positions in the world. This application of the remoteness indicator in the estimation of the gravity trade equation is similar to that of Coe et al (2002) and Anderson and van Wincoop (2001). Of course, distance, $d_{ij}$, captures the remoteness of the two trading partners from each other and is expected to have a negative coefficient.

Appendix A details the construction of the remoteness indicator used in this analysis. Table 1 shows the remoteness indicator, the ‘effective distance to the rest of world GDP’ for the members of the OECD, as well as members of the G20 which are not members of the OECD themselves. In 1998, out of these 38 countries, which together made up 85 per cent of world GDP, Australia is more remote than every country but one, New Zealand.

---

² Another minor difference is that bilateral trade is measured as the sum of exports of the reporting country and the partner country rather than the sum of the imports.
Table 1: Distance (kms) to the rest of world GDP, selected countries, 1950 and 1998

<table>
<thead>
<tr>
<th>Country</th>
<th>1950</th>
<th>1998</th>
<th>% change</th>
<th>1950</th>
<th>1998</th>
<th>% change</th>
</tr>
</thead>
<tbody>
<tr>
<td>Luxembourg</td>
<td>1427</td>
<td>1767</td>
<td>23.8</td>
<td>3252</td>
<td>3726</td>
<td>14.6</td>
</tr>
<tr>
<td>Belgium</td>
<td>1606</td>
<td>2016</td>
<td>25.6</td>
<td>5661</td>
<td>4016</td>
<td>-29.1</td>
</tr>
<tr>
<td>Netherlands</td>
<td>1587</td>
<td>2017</td>
<td>27.1</td>
<td>3524</td>
<td>4210</td>
<td>19.5</td>
</tr>
<tr>
<td>Switzerland</td>
<td>1834</td>
<td>2197</td>
<td>19.8</td>
<td>3979</td>
<td>4454</td>
<td>11.9</td>
</tr>
<tr>
<td>Austria</td>
<td>1946</td>
<td>2365</td>
<td>21.6</td>
<td>3861</td>
<td>4596</td>
<td>19.0</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>1853</td>
<td>2442</td>
<td>31.8</td>
<td>6039</td>
<td>5389</td>
<td>-10.8</td>
</tr>
<tr>
<td>Germany</td>
<td>2089</td>
<td>2671</td>
<td>27.8</td>
<td>5362</td>
<td>5402</td>
<td>0.7</td>
</tr>
<tr>
<td>Denmark</td>
<td>2168</td>
<td>2711</td>
<td>25.1</td>
<td>4734</td>
<td>5410</td>
<td>14.3</td>
</tr>
<tr>
<td>Slovakia</td>
<td>2025</td>
<td>2751</td>
<td>35.8</td>
<td>5093</td>
<td>5494</td>
<td>7.9</td>
</tr>
<tr>
<td>Hungary</td>
<td>2297</td>
<td>2880</td>
<td>25.4</td>
<td>6466</td>
<td>5700</td>
<td>-11.9</td>
</tr>
<tr>
<td>France</td>
<td>2446</td>
<td>2984</td>
<td>22.0</td>
<td>7456</td>
<td>5977</td>
<td>-19.8</td>
</tr>
<tr>
<td>Ireland</td>
<td>2252</td>
<td>2992</td>
<td>32.9</td>
<td>6755</td>
<td>5983</td>
<td>-11.4</td>
</tr>
<tr>
<td>Poland</td>
<td>2449</td>
<td>3057</td>
<td>24.8</td>
<td>9407</td>
<td>7663</td>
<td>-18.5</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>2727</td>
<td>3216</td>
<td>17.9</td>
<td>7334</td>
<td>7886</td>
<td>7.5</td>
</tr>
<tr>
<td>Italy</td>
<td>2699</td>
<td>3260</td>
<td>20.8</td>
<td>7983</td>
<td>8813</td>
<td>10.4</td>
</tr>
<tr>
<td>Norway</td>
<td>2799</td>
<td>3517</td>
<td>25.7</td>
<td>9482</td>
<td>9907</td>
<td>4.5</td>
</tr>
<tr>
<td>Portugal</td>
<td>3226</td>
<td>3599</td>
<td>11.5</td>
<td>9920</td>
<td>10080</td>
<td>1.6</td>
</tr>
<tr>
<td>Sweden</td>
<td>3040</td>
<td>3665</td>
<td>20.6</td>
<td>11777</td>
<td>10183</td>
<td>-13.5</td>
</tr>
<tr>
<td>Spain</td>
<td>3161</td>
<td>3720</td>
<td>17.7</td>
<td>13331</td>
<td>12312</td>
<td>-7.6</td>
</tr>
</tbody>
</table>

Source: Author’s calculations based on data from Maddison (2001).

The advantage held by Europe is clear in Table 1. The twenty least-remote countries are all in Europe, and the only non-European country less remote than a European country is South Korea (which benefits in this calculation from being a close neighbour of both Japan and China).

Table 1 also shows the remoteness of the same group of countries for 1950, and the percentage change over those 48 years. All of the European countries have become more remote, by around 20 per cent, while Asian countries in the group have generally become less remote. South Korea is particularly notable, with a 29 per cent fall in remoteness.

3.2 Summary

The data used in the estimation cover bilateral trade between 73 countries and are summarised in Table 2.

3 The countries are a broad representation and are not limited to any particular culture or level of development.
Table 2: Summary of the Data

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_i$ (US$bn)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>0.52</td>
<td>0.56</td>
<td>1.06</td>
<td>1.57</td>
<td>1.94</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>3.02</td>
<td>3.87</td>
<td>6.38</td>
<td>9.19</td>
<td>12.10</td>
</tr>
<tr>
<td>Minimum</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Maximum</td>
<td>87.32</td>
<td>128.89</td>
<td>176.56</td>
<td>268.19</td>
<td>379.00</td>
</tr>
<tr>
<td>Per cent at censoring point (0)</td>
<td>16.32%</td>
<td>13.93%</td>
<td>9.21%</td>
<td>6.66%</td>
<td>6.54%</td>
</tr>
</tbody>
</table>

| $Y_i$ (GDP) (US$bn) |               |               |               |               |               |
| Mean               | 112.67        | 112.76        | 220.79        | 315.92        | 301.63        |
| Standard Deviation | 222.83       | 258.75        | 505.13        | 783.72        | 710.47        |
| Minimum            | 0.82          | 0.67          | 0.35          | 0.63          | 0.63          |
| Maximum            | 2795.55       | 4213.00       | 5803.25       | 7400.55       | 10208.13      |

| $P_i$ (millions)  |               |               |               |               |               |
| Mean             | 60.84         | 66.40         | 72.39         | 78.37         | 84.63         |
| Standard Deviation | 169.65       | 183.61        | 199.77        | 214.19        | 229.14        |
| Minimum          | 0.23          | 0.24          | 0.26          | 0.28          | 0.29          |
| Maximum          | 987.05        | 1058.51       | 1143.33       | 1211.21       | 1272.16       |

| $R_i$            |               |               |               |               |               |
| Mean             | 5929.28       | 5970.35       | 5997.94       | 6005.57       | 6013.60       |
| Standard Deviation | 2387.07     | 2360.40       | 2329.10       | 2248.38       | 2234.67       |
| Minimum          | 1710.65       | 1799.75       | 1878.47       | 1962.11       | 2017.11       |
| Maximum          | 12875.54      | 12737.28      | 12570.78      | 12319.15      | 12312.04      |

| Distance (km)    |               |               |               |               |               |
| Mean             | 8074.299      |               |               |               |               |
| Standard Deviation | 4405.558   |               |               |               |               |
| Minimum          | 4.145592      |               |               |               |               |
| Maximum          | 19946.65      |               |               |               |               |

3.3 Econometric methodology

The parameters of the model are estimated in its original nonlinear form with an additive error term. The nonlinear specification, which was originally suggested and used by Coe et al (2002), differs from the standard log-linear estimation of the parameters of the gravity trade equation. Coe et al point out that this specification is more appropriate than a log-linear specification both because it allows trade to go to zero as the size of either of the economies goes to zero and because it does not require a non-random screening of the data to remove the zero bilateral trade observations.

However, the censoring of the dependent variable at zero can create bias in the estimates of the parameters. Indeed, in the international trade dataset that is
used in this analysis, observations at the limit (zero) account for around 16 per cent of all observations in 1980 through to around 7 per cent of all observations in 2001.

To overcome the bias that may result from this censoring of the data, a Tobit specification of the model with lower censoring at zero is also estimated. The approach, first explored by Tobin (1958) and now a key method summarised in Maddala (1983) and Greene (2003) among others, is a censored normal regression model which is directly related to the estimation of censored normal distributions. Appendix B provides further detail on the estimator and diagnostic tests that were applied to produce the coefficient estimates presented in the next section.

4. RESULTS

The diagnostic test results, presented in Appendix B, indicate a number of concerns with the results, especially to do with the assumptions of normality and homoskedasticity. While Tobit estimates are sensitive to these assumptions, they were preferred because they accounted for the bias created by the censoring of the dependent variable at zero.4

Table 3 presents the coefficients from the estimation of the Tobit specifications of the gravity trade equation for five of the years at generally regular intervals in the dataset. These coefficients are broadly consistent with the results presented in Coe et al (2002), though the coefficient on distance does not decrease to the

---

4 The diagnostic tests suggest violations of the assumptions of homoskedasticity and normality in the distribution of the residual for both the Tobit and uncensored estimator. This brings into question the consistency of the estimates. Ultimately, these concerns could be alleviated by a slightly modified
same extent as they reported. This arises because a slightly different dependent variable is used here.

Using these results, predictions can be generated for each year in the dataset for individual countries or individual trade pairs. Figure 2 presents the predicted trade for Australia for each year in the dataset as well as the actual observed trade for Australia.

Table 3: Results of the Tobit estimation of the Gravity Trade Model

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>-10.94***</td>
<td>-8.03***</td>
<td>-8.08***</td>
<td>-8.91***</td>
<td>-6.32***</td>
</tr>
<tr>
<td></td>
<td>(-22.32)***</td>
<td>(-20.59)***</td>
<td>(-24.50)***</td>
<td>(-30.59)***</td>
<td>(-21.79)***</td>
</tr>
<tr>
<td>Economic Mass</td>
<td>0.91(82.36)***</td>
<td>0.89(69.90)***</td>
<td>0.83(62.29)***</td>
<td>0.72(79.89)***</td>
<td>0.69(87.18)***</td>
</tr>
<tr>
<td>Distance</td>
<td>-0.49(-37.77)***</td>
<td>-0.53(-29.54)***</td>
<td>-0.51(-40.94)***</td>
<td>-0.52(-35.41)***</td>
<td>-0.46(-35.22)***</td>
</tr>
<tr>
<td>Population</td>
<td>-0.21(-23.03)***</td>
<td>-0.10(-6.52)***</td>
<td>-0.06(-4.54)***</td>
<td>0.07(7.98)***</td>
<td>0.09(10.48)***</td>
</tr>
<tr>
<td>Remoteness</td>
<td>0.27(22.69)**</td>
<td>0.17(7.58)**</td>
<td>0.19(12.92)***</td>
<td>0.37(25.94)**</td>
<td>0.22(13.33)**</td>
</tr>
<tr>
<td></td>
<td>(23.51)***</td>
<td>(7.99)***</td>
<td>(19.75)***</td>
<td>(28.55)***</td>
<td>(36.38)***</td>
</tr>
</tbody>
</table>

Notes: The results are from a Tobit maximum likelihood estimation of separate yearly nonlinear models specified in equation (14) in Appendix B. Figures in brackets are the estimate divided by its standard error. *** indicates significance at the 1 per cent level, ** indicates significance at the 5 per cent level and * indicates significance at the 10 per cent level. Diagnostic test results are presented in Appendix B.

estimation procedure, however initial findings suggested that there was little noticeable difference when such modifications were made.
Figure 2 indicates that Australia’s trade performance has been broadly as the model would predict. Indeed, many of the predictions are slightly lower than the actual level of trade, suggesting that Australia may be performing better than expected when the variables in the gravity trade equation are considered.

Figure 2 also suggests that Australian trade levels were fairly resilient through the turbulent period of the later half of the 1990s. It was around this time that many of Australia’s nearby trading partners were struggling through the Asian Financial Crisis. The model suggests that Australia’s trade levels should have turned down more sharply than they did. Australia’s actual aggregate trade levels, however, were relatively stable through this period.

To quantify the effect of Australia’s location on its trade performance, it is of interest to substitute the distance and remoteness variables for Australia with those for the United Kingdom. As Table 1 highlights, the United Kingdom is
particularly close to much of the world’s economic activity. The model results imply that had Australia been as close to the other economies as the United Kingdom, its level of trade would have been, on average, about 50 per cent greater than it is (see Figure 3).

Of course, this abstracts from many other implications of this change in proximity to the rest of the world, including the path of development, the industry structure and a range of other factors. But it does give an estimate of the effect of the ‘tyranny of distance’ on Australia’s level of trade. The critical outcome here is that, while Australia trades far less than many other countries, its trade is at, or slightly above, the level expected once its geographical isolation is taken into account.
It is also possible to compare the performance of countries using the results from the estimation of the gravity trade equation. Figure 4 presents a comparison of the actual trade of each country as a proportion of the model’s prediction for that country.

The results in Figure 4, which control for the variables in the gravity trade equation including distance and size, give a better indication of comparative trade performance. In this figure, Australia ranks 6th among the 21 countries shown, compared with 19th when a simple trade intensity comparison is used.
Accounting for the factors in the gravity trade equation suggests that Australia’s comparative trade performance is actually quite strong. These factors, which are ordinarily outside the control of policy, plainly have a role in determining many economic outcomes in a country. In Australia’s case, geographic remoteness increases the costs of trading, which in turn lowers the extent of international trade and provides varying degrees of natural protection for Australian industries.

This natural disadvantage presumably has implications for the whole Australian economy. The Commonwealth Treasury’s (2003, p.4-22) *Budget Strategy and Outlook 2003-04* noted this:

‘Efficient resource allocation will lead to activities of the highest value being carried out. On the one hand, resources will be allocated to activities where distance is not a barrier or where Australia’s advantages are clear. For example, in some areas of mining and agriculture, and potentially some areas of the international trade in services. On the other hand, it also means that, to a greater extent than for many other countries, resources will be
allocated to activities where distance confers natural protection by decreasing the competitiveness of imported goods or services.’

Recognising that these factors are generally outside the control of policy is an important step in the development of effective economic policy. Australia’s performance should continue to be considered in the context of a geographically remote economy with a unique history and set of natural resource endowments. By recognising the role of these factors, the successes and shortcomings of economic policy can be fairly identified and appropriately responded to.

5. CONCLUSIONS

This paper has sought to evaluate the effect of remoteness on Australia’s aggregate level of trade using a gravity trade model.

The results from the model indicate that Australia’s trade performance is about as good as, or perhaps slightly better than, would be expected given Australia’s distance from its trading partners. The estimated roughly 50 per cent rise in Australian trade were Australia to be as close to other economies as is the United Kingdom highlights the effects of Australia’s tyranny of distance. Importantly, while Australia faces challenges in its geographical isolation, its trade performance is no worse than should be expected, and has improved relative to the model’s predictions since the early 1980s.

Location and economic size clearly play a role in determining the extent to which a country trades. Moreover, it is likely that trade is not the only economic outcome affected by these geographical and economic factors. For instance, as distance to markets increases, import costs rise which will improve the viability of industries in which Australia has a comparative disadvantage but which are particularly sensitive to transport costs. Of course, different industries will be
affected to different extents by distance. Further research could usefully be directed at identifying the role of distance (and other possible influences) on the likely industry structure for a country like Australia.

Moreover, the effect of these factors may also be evident in other economic outcomes. If they are providing a natural protection for industry, it is likely that labour productivity levels will be lower than in countries that are more accessible to international markets. Further research could be directed at identifying the role that these factors play in other aggregate economic indicators, such as income and labour productivity.
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APPENDIX A: CONSTRUCTING THE REMOTENESS INDICATOR

This Appendix sets out a measure of economic remoteness. It is derived directly from the specification of the gravity trade equation and has precedents in previously suggested indicators. In our view, our indicator accords better with existing theory about the effect of remoteness on economic interactions.

Five sections follow. In the next section, the history of remoteness indicators is reviewed. Section A2 outlines the methodology that is used in the construction of our indicator of remoteness. Section A3 presents the data and assumptions used in the calculation of the indicator. Section A4 presents the results from these calculations, with a particular focus on the results for Australia. Section A5 summarises.

A1. Background

For our purposes, remoteness refers to how far a trading country is from all other countries, when those countries are weighted by their incomes. The development of the remoteness indicator itself has its foundation in the migration work of Feder (1980) and Foot and Mike (1984). Both these papers used weighted distance and income levels to explain regional migration decisions. However, the recent use of remoteness indicators has been most prevalent in work that applies gravity models to assess trade flows.

Polak (1996) drew attention to remoteness in the context of gravity trade models in his paper which examined the role of APEC as a natural regional trading bloc. Polak (1996) used Linneman’s (1966) location index, which weighted the distance to trading partners. The measure was of the relevant average distance between an importing country and the countries from which it imports where the weights were determined by the exporting capacity of those countries.
Exporting capacity was calculated as a function of the GNP and population of those countries rather than the actual exports. Linnemann (1966) specified the average distance, or remoteness $R_i^*$, as:

$$R_i^* = \sum_j \left( r_{ij}^{0.8} P_j^{-0.24} d_{ij} \right)$$

(3)

where the asterisk is maintained throughout this appendix to represent remoteness indicators that preceded ours. The right-hand-side variables in equation (3) have been defined in the text. Linneman (1966) also used equation (3) to construct an index, scaled so that the average across countries was 100. This index was used as an indicator of how favourably a country was located in terms of international trade. Based on this index, Belgium and the Netherlands were the most favourably located countries in 1960, while Australia and New Zealand were two of the least favourably located countries.

Frankel and Wei (1998) used remoteness as part of a broader gravity model to estimate the effects of regional blocs on trading patterns. They used an ‘overall distance’ variable, which measured how far one economy was from other countries weighted by their GNPs. They hypothesised that the remoteness of a pair of trading parties from the rest of the world would have a positive effect on their trading volume. That is, the more remote a pair of countries is, the more likely they are to trade with each other as they have fewer other choices for engaging in trade.

More recently, Coe, et al (2002) also specified a remoteness variable defined similarly to that in Frankel and Wei (1998) as part of a gravity model aimed at explaining the apparent puzzle of the non-decreasing effect of transport costs over time on trade between two economies. While transport costs were traditionally seen as the primary source of friction in the gravity trade model, Coe et al (2002) suggested that remoteness could be considered as an extension
of this friction. As such, Coe et al (2002) weighted the distance to each trading partner by that trading partner’s proportion of world GDP such that:

$$R_i^* = \frac{\sum_{j \neq i} Y_j d_{ij}}{\sum_j Y_j}$$

(4)

where $\sum_j Y_j$ is world GDP.

In each of the applications, the focus was on weighting distance so that it could be used more effectively as an independent variable in a gravity model. The indicators also assume that geographic distance has a linear effect on the remoteness of a country.

However, the gravity model suggests that there is a nonlinear relationship between distance and trade, which implies a nonlinear relationship between distance and economic remoteness. In other words, in developing a remoteness indicator, the gravity model and its empirical support suggest that the effect of increasing distance should be discounted at some rate. The next sub-section develops an alternative approach to calculating remoteness that explicitly incorporates this insight.

**A2. The new remoteness measure: Effective distance to the world’s GDP**

The remoteness indicator that we develop here is comparable both over time and over countries, as the impact of GDP growth and different rest-of-world GDPs have been removed. From the standard gravity trade equation, the total level of trade for country $i$ with all other countries $j$ will be:

$$\sum_j T_{ij} = \sum_{j \neq i} \alpha \frac{Y_i Y_j}{d_{ij}^\beta} + \sum\text{other variables}.$$  

(5)
In equation (5), as in the gravity trade model in this paper, other variables include the populations of the two countries and whether the two countries share a common border. This equation, in turn, can be simplified to:

\[
\sum_{j\neq i} T_{ij} = \alpha Y \sum_{j\neq i} \frac{Y_j}{d_{ij}} + \sum \text{other variables} \tag{6}
\]

\[
= \alpha Y \hat{Y}_i + \sum \text{other variables} \tag{7}
\]

where \( \hat{Y}_i \) is the weighted world GDP, equal to \( \sum_{j\neq i} \frac{Y_j}{d_{ij}} \). The coefficients \( \alpha \) and \( \beta \) are the coefficients on GDP and distance in the gravity trade model.

If, counterfactually, the rest of the world’s GDP, \( \sum_{j\neq i} Y_j \), was at a single point a distance \( d_{wi} \) from country \( i \), then:

\[
\hat{Y}_i = \frac{\sum_{j\neq i} Y_j}{d_{wi}}. \tag{8}
\]

Substituting in for the value of \( \hat{Y}_i \), we have:

\[
\sum_{j\neq i} \frac{Y_j}{d_{ij}} = \sum_{j\neq i} \frac{Y_j}{d_{wi}}. \tag{9}
\]

We now define our remoteness indicator, \( R_i \), to be the effective distance to world GDP \( d_{wi} \); that is:

\[
R_i = d_{wi} = \left( \frac{\sum_{j\neq i} Y_j}{\sum_{j\neq i} \frac{Y_j}{d_{ij}}} \right)^{\frac{1}{\beta}}. \tag{10}
\]
The parameter $\beta$ deserves particular attention because its assumed value is the key difference between our remoteness indicator and remoteness indicators from earlier work.

First, it is reasonable to suppose that this parameter might differ over time, such as is found in Coe et al (2002). Second, even if it is held constant over time, estimates differ from model to model. The value of this parameter could be significant in affecting the results — high values will tend to increase the effects of distance, while low values will tend to reduce it. The value of $\beta$ chosen in this paper is 1. This has the advantage of being fairly close to some empirical estimates such as those in Rose (2002) and simplifies the calculation slightly.

It is worth commenting briefly on the interesting special case of $\beta = -1$. In this case, equation (10) can be rewritten as:

$$ R_i = \left( \frac{\sum_{j \neq i} Y_j}{\sum_{j \neq i} d_{ij}} \right)^{-1} $$

which simplifies to:

$$ R_i = \frac{\sum_{j \neq i} Y_j d_{ij}}{\sum_{j \neq i} Y_j} $$

Equation (12) is identical to equation (4), so the Coe et al (2002) remoteness indicate $R_i^*$ is equivalent to our remoteness indicator $R_i$ for the special case of $\beta = -1$. This further suggests that it may be inappropriate to use $R_i^*$ to model remoteness, because the value -1 is well outside the normal range of estimated values for $\beta$ in econometric modelling. For instance, Coe et al found values for $\beta$ that ranged from around 0.3 to 1.1, depending on the model used.
A3. Data used to calculate the new indicator of remoteness

Data for the relevant variables are readily available. However, there are some complicating factors. This section details the data that were used to construct the remoteness indicator and the manipulations that were necessary for its use.5

It should be noted that the term ‘country’ is used loosely in the construction of the remoteness indicator — several of the entities recorded in this way are not strictly separate countries. For instance, Hong Kong is recorded separately to the People’s Republic of China, and the Falkland Islands are recorded separately to the United Kingdom.

A3.1 Gross Domestic Product data

The GDP data for the calculation of the remoteness indicator are taken from Maddison (1995) and Maddison (2001). GDP is measured in purchasing power parity international dollars. A total of 222 countries or regions are included in the database, with 215 in each of the years 1950 to 1989, and 220 in the years 1990 to 1998. The geographic coverage of the database is constant across time, with the changes in country counts caused by the break-up of Czechoslovakia and Yugoslavia. The Soviet Union was treated as a special case due to its geographic disaggregation. Maddison (2001, p.173) estimates that this set of data covers around 99.5 per cent of World GDP.

A3.2 The United States — a special case

The United States creates particular problems for calculating remoteness because it is one of the four largest countries in the world in terms of land area (along

5 There are some differences between the sources of this data and the data that are used to estimate the parameters of the gravity trade equation. These differences arise because of the extended period that the remoteness indicator is calculated over and because we sought to maintain the comparability of
with Canada, Russia and China). However, unlike the other three countries in this group, or other large countries such as Australia, the United States accounts for a significant proportion of world GDP — 27 per cent in 1950, falling to 22 per cent in 1998.6

To reduce the distortion that this causes in the indicator, the United States is treated as a special case and is not measured as a single country when measuring the effect it has on other nations, but rather as 50 separate states (plus the District of Columbia).

Conceptually it would be preferable to apply this disaggregation to all the large countries in the database, regardless of size. However, this raises two practical difficulties. First, it makes calculation of the change in circumstances for an entire country more difficult, as many countries would now have multiple points of reference. Second, there are considerable practical difficulties in obtaining consistent information on the breakdown of GDP into state or regional products, particularly when a series is required that stretches back to 1950.

The use of this disaggregation for the United States does raise one particular difficulty, namely how should the US be treated for the purpose of its own remoteness? For the purposes of this indicator a weighted average of the values for each individual state or district is taken, using the relative GDP levels of the unit as the weighting factor. Also, rather than excluding only the state or districts own GDP from any calculation, the GDP of the entire United States is excluded.

---

6 China accounts for 4½ per cent of world GDP in 1950, rising to 11.5 per cent by 1998. There would probably be some accuracy improvement by disaggregating China’s GDP into provinces. This will probably be included in a later revision of the dataset once appropriate figures for China are available.
A3.3 Location data

In order to calculate the distance between pairs of countries, some geographical information is needed. This raises the question of which location should be used for each country. As some countries have quite significant geographic dispersion, the question of where to place the GDP is a significant one.

Plausible choices for locating the GDP of a country would be at either its capital city or its most populous city. For the remoteness indicator in this paper, we use the locations from the *CIA World Factbook* (2003) for all the countries in the database, as these data are available on a consistent basis.\(^7\) The *CIA World Factbook* provides information on the latitude and longitude of ‘the geographical centre of an entity’. For most countries this provides a reasonably satisfactory point — because either the country’s economic output is reasonably geographically concentrated, or the country is relatively small. It should be noted, however, that this definition may be problematic for Australia, where the bulk of economic activity is located on the East Coast.

Having chosen locations at which to center the GDP of each country, we define the distance between any two such locations as the great circle distance between them.

**A4. The new remoteness indicator: results**

Using the specification of the remoteness indicator and the data presented in the previous two sections, remoteness indicators were calculated for the 222 countries for which data were available in 1998. Figure 5 shows the distribution of this remoteness indicator, \(R_i\), for those 222 countries.

---

\(^7\) In the estimation of the gravity trade model, we use the data used by Coe et al (2002) (which, in turn are sourced from Fitzpatrick and Modlin, 1986). That data specifies the distance between capital cities for a more limited set of countries. Further work to produce alternative definitions of the location of the country may be worthwhile, although it is likely to have only a marginal impact on the results.
Figure 6 shows how Australia’s distance to rest of world GDP has changed since 1950. There has been a substantial fall in Australia’s remoteness over the period, with the fall accelerating sharply after 1970. The small tick upwards in 1998 is related to the Asian financial crisis, which savagely reduced the GDP of several of the countries relatively near to Australia.
A5. Summary

The indicator developed in this Appendix offers a new approach to measuring remoteness that uses the nonlinear specification suggested in the gravity trade equation. We have used this indicator of remoteness in our estimated gravity trade equation to capture the increased likelihood of two remote economies, like Australia and New Zealand, trading with each other. By itself, though, the remoteness indicator provides a potent reminder of the challenges created by Australia’s distance from much of the world’s economic activity.
APPENDIX B: ESTIMATING THE GRAVITY TRADE EQUATION

A maximum likelihood estimator is used to estimate the parameters of the nonlinear gravity trade equation. This estimator is presented in equation (13).

\[
\ln L = \sum_{i=1}^{t} \left[ -\frac{1}{2} \ln(2\pi) + \ln \sigma^2 + \frac{\left( T_{ij} - (Y_i Y_j)^{\beta} D_{ij} (P_i P_j)^{\beta} (R_i R_j)^{\beta} \epsilon_{ij} \right)^2}{\sigma^2} \right] ^{(13)}
\]

Using a nonlinear estimation methodology allows the inclusion of the zero values in the dependent variable, but it does not correct for the censoring that exists at that zero point. Consequently, we apply a Tobit maximum likelihood to correct for this censoring.

There is some precedent for the use of a Tobit procedure in the estimation of a gravity trade equation. Montenegro and Sodo (1996) noted the usefulness of the Tobit approach in the gravity model where the dependent variable is bounded from below by zero in their analysis of Cuba’s trade. Al-Atrash and Yousef (2000) also use the Tobit approach for zero-bounded trade in their analysis of intra-Arab trade. However, the application of the Tobit procedure is more limited in broader gravity trade models, most likely due to the usually small number of limit observations and the sensitivity of the Tobit approach to the violation of key statistical assumptions.

The Tobit model is defined, with censoring at zero and \( T_{ij}^{*} \) representing the latent level of trade, as:

\[
\begin{align*}
T_{ij} &= 0 \text{ if } T_{ij}^{*} \leq 0 \\
T_{ij} &= (Y_i Y_j)^{\beta} D_{ij} (P_i P_j)^{\beta} (R_i R_j)^{\beta} \epsilon_{ij}^{*} + \epsilon_{ij} \text{ if } 0 \leq T_{ij}^{*}
\end{align*}
\] (14)
The log-likelihood function for estimation therefore becomes a straightforward derivation from Maddala (1983, p.152):

$$
\ln L = \sum_{t_y=0} \Phi \left( \frac{-\left(Y_{ij}\right)^{\beta_1} \left(P_{ij}\right)^{\beta_2} \left(R_{ij}\right)^{\beta_3} e^{\mu_i}}{\sigma} \right) + \sum_{t_y>0} \left[ \frac{1}{2} \ln(2\pi) + \ln \sigma^2 + \left( \frac{T_y - \left(Y_{ij}\right)^{\beta_1} \left(P_{ij}\right)^{\beta_2} \left(R_{ij}\right)^{\beta_3} e^{\mu_i}}{\sigma^2} \right)^2 \right]^2
$$

(15)

Where $\Phi(\cdot)$ represents the distribution function of the standard normal.

The Tobit model is particularly sensitive to the assumptions of homoskedasticity and normality in the distribution of the residuals. Violation of these assumptions has been shown to result in an inconsistent estimator of the parameters (see, for instance, Pagan and Vella, 1989). Violating the assumption of a standard normal distribution for equation (13) will also lead to an inconsistent estimator.

To identify whether these assumptions are well-founded in this model, the conditional moment tests presented in Pagan and Vella (1989) are applied to the estimates. These conditional moment test results are presented in Table 4 as the t-statistic of the parameter on a unit vector in a regression of the applicable conditional moment on a constant and the score of the log-likelihood. For comparison, conditional moment tests are also presented for the standard maximum likelihood estimated uncensored nonlinear specification. Depending on the conditional moment being used, the significance of this parameter will reveal possible heteroskedasticity, non-normality in the distribution of the residuals, or a general misspecification of the model (similar to Ramsey’s (1969) RESET specification test).

Table 4 presents the regression and diagnostic test results for each of the years presented in the results. The diagnostic tests indicate that the assumption of a normally distributed residual cannot be accepted for either the uncensored
maximum likelihood or Tobit censored maximum likelihood results. Moreover, there are heteroskedasticity concerns particularly with the common border, population and economic mass variables. However, model specification, reflected in the RESET type statistics is generally acceptable.

Table 4: Select results of the standard and Tobit estimation of the gravity trade model

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>-10.76***</td>
<td>-10.94***</td>
<td>-8.03***</td>
<td>-8.07***</td>
<td>-8.08***</td>
<td>-8.91***</td>
<td>-8.91***</td>
<td>-6.33***</td>
<td>-6.32***</td>
<td>-21.79***</td>
</tr>
<tr>
<td>Economic Mass</td>
<td>0.90***</td>
<td>0.91</td>
<td>0.89***</td>
<td>0.83</td>
<td>0.83***</td>
<td>0.72</td>
<td>0.72***</td>
<td>0.69</td>
<td>0.69***</td>
<td>(87.18)**</td>
</tr>
<tr>
<td>Distance</td>
<td>-0.49***</td>
<td>-0.49***</td>
<td>-0.53***</td>
<td>-0.51***</td>
<td>-0.51***</td>
<td>-0.52***</td>
<td>-0.52***</td>
<td>-0.46***</td>
<td>-0.46***</td>
<td>(91.22)**</td>
</tr>
<tr>
<td>Population</td>
<td>-0.20***</td>
<td>-0.21***</td>
<td>-0.10***</td>
<td>-0.06***</td>
<td>-0.06***</td>
<td>0.07***</td>
<td>0.07***</td>
<td>0.09</td>
<td>0.09***</td>
<td>(10.48)**</td>
</tr>
<tr>
<td>Remoteness</td>
<td>0.27***</td>
<td>0.27</td>
<td>0.17***</td>
<td>0.19</td>
<td>0.19***</td>
<td>0.37</td>
<td>0.37***</td>
<td>0.22</td>
<td>0.22***</td>
<td>(33.33)**</td>
</tr>
<tr>
<td>Common Border</td>
<td>0.64***</td>
<td>0.64</td>
<td>0.33***</td>
<td>0.56</td>
<td>0.56***</td>
<td>0.89</td>
<td>0.89***</td>
<td>0.98</td>
<td>0.98***</td>
<td>(36.38)**</td>
</tr>
</tbody>
</table>

Notes: The ‘standard’ results are from a maximum likelihood estimation of the nonlinear model specified in equation (2). The Tobit results are from a Tobit maximum likelihood estimation of the censored regression in equation (14). Figures in brackets are the estimate divided by its standard error. *** indicates significance at the 1 per cent level, ** indicates significance at the 5 per cent level and * indicates significance at the 10 per cent level. Diagnostic test results are the t-statistic on a unit vector in a regression of the relevant conditional moment (specified in Pagan and Vella, 1989) on that unit vector and the score of the log-likelihood.
Given that both of the estimators were susceptible to inconsistency in their estimates, the Tobit model results were chosen because they overcame the bias associated with the limit observations. Additional work could be directed at overcoming the associated diagnostic concerns. For instance, Greene (2003) suggests a general variance specification that can be used to produce heteroskedastic consistent estimates. A Box-Cox transformation could also be used as a general method to overcome the non-normality concerns.